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Abstract

The particle deficiency problem in the presence of a rigid wall for smoothed particle hydrodynamics (SPH) is considered. The problem arises from insufficient information being available to perform accurate interpolation of data at particles located nearer to the boundary than the support of the interpolation kernel. The standard method for overcoming this problem is based on the introduction of image particles to populate the deficient regions and the use of linear extrapolation to determine the velocity of these image particles from that of fluid particles. A consistent treatment of boundary conditions, utilising the momentum equation to obtain approximations to the velocity of image particles, is described. The method ensures second order approximation of the boundary conditions. It is validated for Poiseuille and Couette flow, for which analytical series solutions exist and shows second order convergence under certain conditions.
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1. Introduction

Smoothed particle hydrodynamics (SPH) is a Lagrangian meshless method for obtaining numerical solutions to fluid flow problems [9]. In the SPH framework, the fluid is represented by a collection of particles that are free to move. The system of partial differential equations governing the fluid flow is replaced by equations of motion for these particles. The approach, therefore, is quite distinct from traditional methods in CFD that discretize the governing continuum equations on a fixed grid of points or elements using finite difference, finite element or finite volume approximations.

SPH has a number of advantages and features that make it attractive for use in CFD for certain classes of flow problems in preference to traditional grid-based methods. Since SPH is a fully Lagrangian technique, it is particularly well-suited for convection-dominated problems. Free surface problems and multiphase flows are also easily handled using SPH without the need to explicitly track the interface. The similarity between SPH and molecular dynamics simulation techniques means that it is often possible to incorporate complex physics into the method. Complex geometries can be handled relatively easily using SPH and therefore the method is comparatively straightforward to programme.

Another unique and attractive characteristic of the SPH method is the harmonious combination of the Lagrangian formulation and particle approximation which means that SPH particles not only function as interpolation points, as do particles in other mesh-free methods, but also carry material properties.

Although the SPH method was originally developed for astrophysical applications [4], it has been extended and applied to a wide range of problems in CFD such as free surface [8], multiphase [10], geophysical [12] and viscoelastic flows [3]. In typical astrophysical applications, SPH is used to model compressible fluids at high Reynolds number \( \left( \text{Re} \gg 10^5 \right) \) [1]. On the other hand, the simulation of low Reynolds number incompressible flows required some modification of the original SPH components such as the treatment of viscosity, equation of state, kernel interpolation and boundary conditions. Contributions to these developments were made by Takeda et al. [19] and Morris et al. [11].

The essence of SPH is to choose a smoothing kernel, \( W(r, h) \) \( (h \) being the smoothing length), and to use it to localise a continuous field through a convolution integral [6]. Such kernels usually possess a compact support radius, \( R \), which is often chosen to be a multiple of the smoothing length, e.g. \( R = 2h \). As SPH was developed for use in astrophysics, the satisfaction of boundary conditions was not of immediate concern [15]. However, when the technique was extended to simulate confined flows the implementation and satisfaction of boundary conditions became an issue since the smoothing operation encounters kernel sum deficiencies in the vicinity of solid walls [3]. More precisely, if the normal distance \( d \) between the no-slip boundary and the particle position, in
Fig. 1, at which the interpolation is to be carried out, is less than or equal to the support radius there is insufficient particle information for an accurate calculation. Note that interpolation in SPH is a smoothing operation in which the interpolation of particle values is generally not equal to that of the dependent variable. Therefore, it is simply not enough to set the velocity at boundary positions to zero in order to enforce homogeneous boundary conditions [2]. Difficulties in enforcing the correct boundary conditions allow the growth of errors at the boundary which eventually diffuse into the domain leading to global inaccuracy. It is therefore necessary to ensure boundary conditions are satisfied, at least to the order of accuracy that is present in the method away from the boundaries. Monaghan [9] first proposed replacing the boundary with particles which interact with the fluid through repulsive boundary forces. However, this approach is not simple to implement and, to realistically model low Reynolds number flows, true no-slip boundary conditions are needed [11]. Invariably this led to the use of virtual or image particles which are introduced to overcome the particle deficiency problem at boundaries.

In the approach of Morris et al. [11], the location of image (I) particles remains constant in time with velocities assigned by linear extrapolation from the velocity of fluid (F) particles lying close to the normal drawn between the boundary (W) and the image particle. This is shown in Fig. 2a where the normal projection of the image particle onto the boundary is not coincident with the normal projection of the fluid particle onto the boundary. In this case we say that the two normal projections are offset. The ratio of the distance between the image particle and the boundary \( d_I \) compared to the distance between the fluid particle and the boundary \( d_F \) is not necessarily an integer, i.e. \( d_I/d_F \neq m \), for \( m \) an integer. The method may be summarised as one in which the normal projections of image and fluid particles onto the boundary are offset and \( d_I/d_F \) is, in general, non-integral. A linear extrapolation of fluid particle information to image particles uses the weighted average

\[ u_I = u_F + \left( 1 + \frac{d_I}{d_F} \right) (u_W - u_F). \]

Although the approaches based on image particles work and have been used by many researchers they do require extra particles lying outside the domain that extend as far as the support radius in order to obtain the required accuracy. This means that, for large support radii, a large number of image particles are needed. This approach also relies on a weighted averaging which satisfies the boundary conditions, e.g. for the first image particle beyond the boundary when \( d_I = d_F \); \( u_W = (u_F + u_W)/2 \).

However, it is also possible to correct the kernel estimate in the interpolation by separating particle contributions into those from particles lying in the fluid, particles lying directly on the boundary and those exterior particles needed to alleviate the deficiency of particles near the boundary. Randles and Libersky [15] used this approach without explicitly needing to make use of these exterior particles but simply requiring them to satisfy the kernel estimate of unity. While this approach avoids the need for the creation of extra image particles, it is not clear how accurate this approach is or if it is better than the image particle technique.

In this paper a new approach is advocated which resolves the particle deficiency problem near no-slip boundaries in SPH through a direct application of the Navier–Stokes equations on the boundary without the use of artificial image particles. This method is characterised by an integral extrapolation of particle information to image particles and the normal projection of fluid and associated image particles onto the boundary that are not offset. It is also significantly different from either of the other two approaches in that its image particles are always co-moving with a corresponding fluid particle thereby allowing an exact reflection without recourse to artificial virtual particles. In order to validate this new approach the Poiseuille and Couette flow problems considered by Morris et al. [11] are used as benchmark problems.

In Section 2 the particular SPH model used in this paper is outlined. The algorithmic details follow closely those described in Shao and Lo [17] and Sigalotti et al. [18]. Plane Poiseuille flow in a channel and Couette flow between infinite plates is described including the use of a body force, for Poiseuille flow, to represent the pressure gradient in the flow. In Section 3 the new method is described in detail as well as its accuracy and application to both of the test cases. Section 4 displays the results of simulations for both cases. The influence of the initial particle mesh spacing and smoothing length on the accuracy of the approximation is investigated. This allows the accuracy and order of convergence of the method to be analysed. Section 5 summarises the main findings of the paper.
2. Governing equations and model problems

In smoothed particle hydrodynamics the fluid is represented by particles which follow the fluid motion. Each particle carries mass, velocity and other fluid quantities. The conservation equations governing fluid dynamics are expressed as summation interpolants using an interpolation function \(W\) that gives the kernel estimate of the fluid variables at a point. The fluid property at a particle point “\(u\)” is evaluated by performing a weighted sum over surrounding particles “\(b\)” lying within the support of the kernel \(W_{ab}\)

\[
W_{ab} = W(r_{ab}, h) = \frac{1}{h^D} \mathcal{G}(r_{ab} / h),
\]

where \(r_{ab} = r_b - r_a\) and \(r_{ab} = |r_{ab}|\) is the distance between particles located at positions \(r_a = (x_a, y_a)\) and \(r_b = (x_b, y_b)\), and \(h\) is the so-called smoothing length defining the support of the interpolation function \(g\). In SPH the interpolation of any function \(f\) at position \(r\) is based on the kernel estimate

\[
f(r) \approx \int f(r') W(r - r', h) \, dr',
\]

where \(dr\) is a volume and where the delta function in the identity \(f(r) = f(r') W(r' - r, h) \, dr\) has been replaced by a kernel function \(W(r - r, h)\). Such an estimate is a good one provided that the kernel function reduces to the delta function when \(\lim_{h \to 0} W(r - r, h) = \delta(r - r')\), is normalised such that \(\int W(r, h) \, dr = 1\) and has compact support on a disk \(D = \{ |r| < R \}\), i.e. \(W(r, h) = 0\) for \(r \in D = IR^2\). The continuous volume integral (3) may be approximated by a finite sum over discrete interpolation points, or ‘particles’, so that for any volume integral \(\int f(r') \, dr' = \sum_x \sum_y \rho_b m_b \, f(r_{ab}) W(r_{ab})\) where the volume \(\Delta V = m_b / \rho_b\) and \(m_b\) is interpreted as the mass associated with an interpolation point \(b\) and we have summed over \(N\) interpolation points. This means that any scalar variable \(f\) at particle position \(r_a\), may be approximated by:

\[
f(r_a) = \sum_{b=1}^N \rho_b \frac{f(r_b) W(r - r_b, h)}{\rho_b} ,
\]

where \(N\) is the total number of particles.

In a two dimensional domain of dimension \(L \times H\), the constant average particle volume \(V_0\) is given by \(V_0 = LH / N\), i.e. the total domain is distributed equally to each particle. The mass of particle \(b\) is then given by \(m_b = \rho_b V_b = \rho_b V_0\). In this paper we mainly use the approach of Morris et al. [11], with some modifications, to discretise the various conservation equations.

The Navier–Stokes equations in SPH form are those used in [17]. Throughout, we have scaled them with respect to length \(L\), velocity \(U_0\), time \(U_0 / L\), density \(\rho_0\), viscosity \(\mu_0\) and pressure \(\rho_0 U_0^2\). Particle density is evolved with the non-dimensional SPH equation for continuity [11]:

\[
\frac{D \rho_b}{D t} = H \sum_{b=1}^N \rho_b \frac{u_{ab} \cdot \nabla \rho_{ab}}{\rho_b} ,
\]

and the gradient is evaluated with respect to the coordinates of particle \(a\). One way to model incompressible flow in SPH is to use an artificial quasi-incompressible equation of state with a sound speed low enough to be practical and also high enough to maintain an approximately constant density at each time step. At low Reynolds numbers more accurate pressure estimates are obtained, as well as eliminating numerical instabilities in regions of low pressure, when the non-dimensionalised equation of state

\[
p = \frac{1}{M^2} \rho
\]

is used [11]. The sound speed must be chosen to be large enough so that the behaviour of the quasi-incompressible fluid is close to that of the real fluid while not being so large that the time step becomes prohibitively small [11]. In this paper the sound speed is chosen as \(c = 10 U_0\), giving a Mach number \(M = 0.1\), where \(U_0\) is the characteristic velocity. The non-dimensional momentum equation at particle \(a\) may then be written as

\[
\frac{D u_a}{D t} = -\frac{H}{L} \left[ \frac{1}{Re} \sum_{b=1}^N \rho_b \left( \frac{p_a}{\rho_a^2} + \frac{p_b}{\rho_b^2} \right) \right] \nabla u_a + F_a.
\]

The pressure gradient term is designed to conserve total linear and angular momentum. The viscous stresses for incompressible flows used by Shao and Lo [17] is implemented

\[
\chi_{ab} = \frac{4 (\rho_b + \rho_a)}{(\rho_b + \rho_a)^2} \frac{u_{ab} \cdot r_{ab}}{|r_{ab}|^2} ,
\]

For the case of constant density, which is the situation considered in this paper, this expression is the same as that used by Morris et al. [11]. Here, \(F_a\) represents the known non-dimensionalised external force such as gravity or other body forces.

In this paper we use the cubic spline kernel which has compact support, the second derivative is continuous with a dominant error in the integral interpolant of \(O(h^6)\) making the kernel insensitive to particle disorder [7]. This is defined through the interpolation function \(g\) mentioned previously and given by:

\[
g(s) = \begin{cases}
1 - 3s^2/2 + 3s^3/4, & 0 \leq s < 1, \\
(2 - s)^3/4, & 1 \leq s < 2, \\
0, & s \geq 2.
\end{cases}
\]

This choice of kernel ensures that the support radius is \(R = 2h\).

All computations are performed within a non-dimensionalised domain defined by \(0 \leq x < 1\) and \(0 \leq y < H/L\). The initial particle configuration is a rectangular lattice defined by

\[
x_a = i \Delta x \quad \text{for} \quad i = \{1, I\},
\]

\[
y_a = (j - 1) \Delta y \quad \text{for} \quad j = \{1, J + 1\},
\]

where \(\Delta x = 1/L\) and \(\Delta y = H/(LJ)\). Note that there are only \(I\) particles in the \(x\) direction whereas there are \(J + 1\) in the \(y\) direction. Due to the use of periodic boundary conditions at \(x = 0\) particles leaving the right-hand side boundary at \(x = 1\) re-enter the left-hand side at \(x = 0\) which can result in an excess number of particles there leading to an incorrect interpolation. This makes a total number of \(N = IJ + 1\) fluid particles in the domain and on the boundaries. Note that this initial regular configuration will change to a more irregular one as the flow progresses in time.

We use a modified predictor–corrector scheme, with improved stability properties, to solve the equations of motion and the particle update equation \(\partial \mathbf{x}_a / \partial t = \mathbf{u}_a\), as detailed in [13] with a predictor step given by

\[
\mathbf{u}^{n+1/2} = \mathbf{u}^n + \frac{\Delta t}{2} \mathbf{a}^{n+1/2},
\]

\[
\mathbf{r}^{n+1/2} = \mathbf{r}^n + \frac{\Delta t}{2} \mathbf{u}^{n+1/2},
\]

\[
\rho^{n+1/2} = \rho^n + \frac{\Delta t}{2} \mathbf{M}^{n+1/2},
\]

where \(\mathbf{F}^{n+1/2} = F(r^{n+1/2} \mathbf{u}^{n+1/2})\), \(\mathbf{M}^{n+1/2} = M(\rho^{n+1/2} \mathbf{u}^{n+1/2})\) represent the forces and mass flux in the flow (we use different fonts to differentiate between the body force \(F\) and total forces \(\mathbf{F} = \rho \mathbf{v} \times \mathbf{v} + \mathbf{v} \times \mathbf{v} \times \mathbf{v}\) and mass and mass flux \(M = -\rho \nabla \cdot \mathbf{u}\)). The corrector step is then

\[
\mathbf{u} = \mathbf{u}^n + \frac{\Delta t}{2} \mathbf{F}^{n+1/2},
\]

\[
\mathbf{r} = \mathbf{r}^n + \frac{\Delta t}{2} \mathbf{u}^n,
\]

\[
\rho = \rho^n + \frac{\Delta t}{2} \mathbf{M}^{n+1/2}
\]

followed by

\[
\mathbf{u}^{n+1} = 2 \mathbf{u} - \mathbf{u}^n,
\]

\[
\mathbf{r}^{n+1} = 2 \mathbf{r} - \mathbf{r}^n,
\]

\[
\rho^{n+1} = 2 \rho - \rho^n
\]
The non-dimensionalised stability requirements [11] are: the CFL condition, \( \Delta t \leq \frac{H}{4} \), viscous diffusion, \( \Delta t \leq \frac{H}{4} \), and the constraint due to the magnitude of particle accelerations \( \Delta t \leq \min\left(\frac{\sqrt{Re}}{|\mathcal{F}|}\right) \).

1.2. Exact solutions

Two well-known exact solutions to the incompressible Navier–Stokes equations have been chosen as test cases: Poiseuille (P) and Couette (C) flow. For Poiseuille flow we consider unsteady flow between two infinite parallel plates, located at \( y = 0, H/L \), at rest in the presence of a pressure gradient. We follow Sigalotti et al. [18] in defining a dynamic pressure \( p \) such that \( p = p_t - p_h \) where \( p_t \) is the total pressure and \( p_h \) is the hydrostatic pressure. The hydrostatic pressure is here used as a body force \( \mathbf{F} = \left(F_x, F_y\right) = -\nabla p_h/\rho = \left(8\mu U_0 / \rho H^2, 0\right) \) acting throughout the domain. The exact non-dimensional solution for the horizontal velocity component may then be expressed as

\[
u_t(x, y, t) = -\frac{2L}{H^2} y H - \frac{32}{\pi^2 (2n + 1)^3} \sin \left[\frac{(2n + 1)\pi y}{H^2}\right] \exp \left(-\frac{(2n + 1)^2 \pi^2 t}{Re(H/L)^2}\right).
\]

The flow is then driven by an applied body force \( \mathbf{F}^a = 8\mu U_0 / \rho H^2 \) here given through the hydrostatic pressure gradient. Initially, all particle velocities within the domain are chosen to be zero, \( \mathbf{u}_0 = 0 \), with constant density, \( \rho_0^b = 1 \), viscosity, \( \mu_0^b = 1 \), as well as volume \( V_0 = V_0 \). Velocity boundary conditions are no-slip at the top and bottom boundaries, \( \mathbf{u}(x, 0, H/L, t) = 0 \), and periodic along the left and right boundaries, \( \mathbf{u}(0, y, t) = \mathbf{u}(1, y, t) \). Boundary conditions on the density and viscosity are homogeneous Neumann at the top and bottom and periodic at the left and right boundaries.

The Couette flow case is similarly defined between two parallel plates located at \( y = 0 \) and \( y = H/L \). Again, the system is initially at rest with the same fluid properties as for the Poiseuille flow case above. The only difference in initial and boundary conditions from the Poiseuille flow case is that the upper plate moves with a constant velocity \( u(x, H/L, t) = 1 \) and \( \mathbf{F} = 0 \) which applies for \( t \geq 0 \). The exact solution is given by

\[
u_t(x, y, t) = \frac{L y}{H^2} + \sum_{n=1}^{\infty} \frac{2}{n\pi} \sin \left(\frac{n\pi y}{H}\right) \exp \left(-\frac{n^2 \pi^2 t}{Re(H/L)^2}\right).
\]

We chose to use the specifications of the problem studied in Morris et al. [11] with the characteristic parameters given by \( \rho_0 = 1000 \text{ kg m}^{-3} \), \( \mu_0 = 0.001 \text{ kg m}^{-1} \text{s}^{-1} \), \( U_0 = 1.25 \times 10^{-3} \text{ m s}^{-1} \), \( L = H = 0.001 \text{ m} \), \( c = 10 U_0 \) so that \( Re = \rho U_0 L / \mu_0 = 0.0125 \) and \( M = U_0/c = 0.1 \), a subsonic Mach number considered to be a good approximation to the incompressibility constraint [18].

3. Consistent boundary conditions

The evaluation of boundary conditions in SPH, for the present set of problems, involves no-slip boundaries on the top and bottom boundaries, periodic boundaries at the left and right boundaries and a combination of the two near boundary corners.

3.1. Periodic boundaries

The two test problems both make use of periodic boundary conditions at \( x = 0, 1 \). Periodic boundaries are actually just the continuation of the domain from one side to the other. Then, for any scalar variable \( f(x, y, t) \) at periodic boundaries we have

\[ f(0, y, t) = f(1, y, t), \]

It also means that any interpolation circle overlapping one of the periodic boundaries automatically overlaps the other as well. Consider the right boundary at \( x = 1 \). Any interpolation for a particle within the support length of this boundary will overlap the boundary and also appear to the right of the left boundary at \( x = 0 \). This means that if the interpolation circle was originally centred at a particle \( (x_0, y_0) \), where \( 1 - x_0 < R \), its partner circle to the left of the left boundary must be centred at \( (x_0 - 1, y_0) \). A typical update of the form (4) may be constructed by taking into account information from the right and left boundaries, that is

\[
\begin{align*}
  f_r(x_0) &= \frac{H}{\text{IN}} \sum_{x_r \in \Omega_R} f(x_r)W(r_{x_r - x_0}, h), \\
  f_l(x_0) &= \frac{H}{\text{IN}} \sum_{x_l \in \Omega_L} f(x_l)W(r_{x_{0-x_l}}, h), \\
  f(x_0) &= \frac{H}{\text{IN}} \left( \sum_{x_r \in \Omega_R} f(x_r)W(r_{x_r - x_0}, h) + \sum_{x_l \in \Omega_L} f(x_l)W(r_{x_{0-x_l}}, h) \right).
\end{align*}
\]

where \( \Omega_R = \{(x, y) : (x - x_0)^2 + (y - y_0)^2 \leq (R/L)^2, x < 1\} \), \( \Omega_L = \{(x, y) : (x - x_0)^2 + (y - y_0)^2 \leq (R/L)^2, x > 0\} \) and any particle lying on the boundary at \( x = 1 \) is included through the sum over the region \( \Omega_R \). The update for \( f_0 \) now reads

\[
\begin{align*}
  f_0 &= \frac{H}{\text{IN}} \sum_{b=1-\chi_0}^{N} f_b W_{ab} + \sum_{b=-1+\chi_0}^{N} f_b W_{ab}. \\
  \end{align*}
\]

where \( \chi_0 = (x_0 - 1, y_0) \). Note that any fluid variable involving information at \( (x_0, y_0) \) such as the pressure \( p \) or velocity \( \mathbf{u} \) retains its value in the corresponding interpolation circle at the opposite boundary. This remains true of the density, viscosity and distance \( f_{ab} \) so that \( f_{ab} = f_{ab} \).

The update of the momentum equation, for both the Poiseuille and Couette flow cases, near the right boundary \( x = 1 \), where \( (x_0, y_0) = (x_0, 1) \), becomes

\[
\begin{align*}
  \mathbf{u}_0^{n+1} &= \mathbf{u}_0^n - \frac{H}{\text{IN}} \Delta t \frac{\rho_0}{\rho} \sum_{b=1}^{N} \rho_b (p_{ab} + \chi_{ab} \nabla \cdot \mathbf{u}_{ab} + \mathbf{F}_a) \nabla \cdot \mathbf{u}_{ab} + \mathbf{F}_a, \\
  \end{align*}
\]

where \( \rho_0 = \rho_0/\rho_0^2 + \rho_0/\rho_0^2 \) and \( F_x^a = F_{x_c} = 0 \) and \( F_y^a = 8L^2/2H^2 \). The update of the continuity equations becomes

\[
\begin{align*}
  \rho_0^{n+1} &= \rho_0^n + \left(\frac{\Delta t}{\text{IN}}\right) \sum_{b=1}^{N} \rho_b \mathbf{u}_{ab} \cdot \nabla \cdot \mathbf{u}_{ab} + \sum_{b=1}^{N} \rho_b \mathbf{u}_{ab} \cdot \nabla \cdot \mathbf{u}_{ab},
\end{align*}
\]

The update for particles lying near the left boundary is similar with the only exception being that the corresponding interpolation circle is now centred at \( (x_0 + 1, y_0) \).

3.2. No-slip boundaries

The essence of the current idea is to resolve the particle deficiency problem near boundaries by approximating the velocity at exterior image particles through a second order finite difference approximation of the Navier–Stokes equations on the boundary itself, specifically the momentum equation. This allows the new method to be an integral reflection while not being offset as shown in Fig. 2c. The two-step process involves (i) exactly reflecting image particle positions with regard to domain particle locations, thus each image particle is a partner of a corresponding fluid particle and (ii) using the Navier–Stokes equations to approximate image particle velocities.

Consider a no-slip (wall) boundary along the boundary line \( y = H/L \), as shown in Fig. 3 with velocity condition \( \mathbf{u}_0 = \mathbf{u}(x, H/L, t) \). We assign any scalar quantity such as density for the image particle to be the same as that of its corresponding fluid
particle which is akin to that of the imposition of a Neumann condition as used by [13,17], i.e. for scalar \( \phi = (\rho, \mu, p) \), so that \( \partial \phi(x,H/L,t) / \partial y = 0 \). Therefore particles lying on the boundary possess the wall velocity condition. However, the density, viscosity and pressure of these particles are not easily evaluated since only a Neumann condition is specified on this boundary. These conditions are shown in Fig. 3. For particles lying inside the fluid but ‘near enough’ to the boundary (this will be explained shortly) at \((x_b, y_b)\), and a normal distance \( \delta y_b = H/L - y_b \) from the boundary line, it is possible to construct a partner image particle beyond the boundary the same normal distance from the boundary, that is at \((x_I, y_I) = (x_b, H/L + \delta y_b)\). A simple second order finite difference approximation of the Neumann conditions gives \( \rho_b = \rho_{b-I}, \mu_b = \mu_I \) and \( p_b = p_{b-I} \). It is also possible to obtain an expression for the image particle velocity using the given wall condition but this is only an average of low order accuracy. Instead, we will make use of the Navier–Stokes equations at the boundary to evaluate the velocity at the exterior image particle position. At any given time the velocity field already obeys the mass conservation equation but the momentum equations are explicitly given at the boundary as:

\[
(\mathbf{u}_b + \nabla \mathbf{u})_W = \frac{1}{Re} \left( -\frac{1}{\rho} \nabla p + \frac{1}{\rho} \nabla^2 \mathbf{u} + \frac{1}{Re} \mathbf{P}_W \right)_W.
\]

Now, the time derivative of the velocity condition \( \mathbf{u}_b(x,H/L,t) \) may be explicitly calculated as well as the derivatives \( \mathbf{u}_b, \mathbf{u}_b \). The only terms not explicitly defined are \( \rho_p, \) and all y derivatives of the velocity which, however, may be approximated using a second order centred finite difference approximation (see Fig. 3):

\[
(\mathbf{u}_p)_W \approx \frac{\mathbf{u}_W - 2 \mathbf{u}_b + \mathbf{u}_b}{\delta y_b^2} + O(\delta y_b^3).
\]

The momentum equation (12) may then be used to express the image particle velocities as

\[
\mathbf{u}_b = \left[ 2 \frac{2}{1 - 2 Re \rho_p \nabla \mathbf{u}_W} \right] \mathbf{u}_W - \left( 2 + 2 Re \rho_p \nabla \mathbf{u}_W \delta y_b \right) \mathbf{u}_b + \left( 2 Re \rho_p \delta y_b^2 \right) \left( \mathbf{u}_W - \mathbf{u}_b \right) + \left( \nabla \mathbf{P}_W \right)_W - \left( 1 / Re \right) \mathbf{F}_W \right).
\]

It is clear that this expression is completely general and takes into account the presence of any body force terms which this is represented by the pressure gradient force term in Poiseuille flow or additional forces such as gravity. When the velocity boundary condition is a constant, \( \mathbf{u}_W = (1, 0) \) for the Poiseuille case and \( \mathbf{u}_W = 0 \) for the Couette case we obtain

\[
\mathbf{u}_b = 2 \mathbf{u}_W - \mathbf{u}_b + \delta y_b^2 \left( \nabla \mathbf{P}_W \right)_W - \mathbf{F}_W
\]

plus terms of order \( O(\delta y_b^3) \). Eq. (14) clearly shows that the usual averaging extrapolation in common use is second order accurate in \( \delta y_b \), whereas the approach used above is automatically fourth order accurate provided \( \delta y_b \) remains ‘small’. When the particle lies on the boundary \( \delta y_b = \delta y_b = 0 \) and \( \mathbf{u}_b = \mathbf{u}_W \) satisfying the boundary condition exactly.

**Note that the condition (13) is calculated at time \( t^t = \Delta t \) where the values \( \mathbf{u}_b, \rho p, \mu b, p_b \) are known. However, the pressure gradient in the x direction is not known. It must be calculated and may be obtained through the use of a centred difference approximation, for example: \( \left( p_b(x, y, H/L) \right) = p(x, y, H/L) \), \( \delta x = x_b - x_b \) and \( \delta y_b = y_b - y_b \). This involves the location of boundary particles, \( (x_b, y_b, H/L, x_b, y_b, H/L) \) closest to and on either side of the boundary point \( (x_b, y_b, H/L) \) so that the distances \( \delta x_b \) and \( \delta y_b \) are, in general, not equal. This means that such an approximation can be at most first order accurate in \( \delta x_b \) and \( \delta y_b \). This is not a serious problem as the pressure derivative will always be small in an incompressible flow. The calculations at the \( x = 0.1 \) boundaries are obtained from the application of periodic conditions already defined in Section 3.1.**

While a simple average, \( d_b = d_b \) in (1), of the fluid and image particle velocities satisfies the velocity boundary condition exactly the current method only satisfies the boundary condition up to second order in \( \delta y_b \). However, the purpose of the method is to accurately approximate the solution beyond the boundary so that it can be used within an interpolation circle which overlaps the boundary to accurately update the Navier–Stokes equations. For example, for Poiseuille flow at steady state, the method obeys the analytical results exactly, i.e. \( \mathbf{u}_b = \mathbf{u}_W + \delta y_b^2 \mathbf{P}_W \) whereas a simple average is in error by \( \delta y_b^2 \mathbf{P}_W / H^2 \). This means that a simple average will overestimate the solution by this amount.

In addition, it should be noted that, whereas the initial particle spacing \( \delta y_b \) tends to remain small, the distance \( \delta y_b = H/L - y_b \) may be as large as the non-dimensionalised support radius \( R/L \) which is always a multiple of the smoothing length. For simulations using a small number of particles per dimension this radius can be a significant fraction of the domain length/width. We have seen that the second order correction term \( \delta y_b^2 \left( \nabla \mathbf{P}_W \right)_W - \mathbf{F}_W \) to be a local one otherwise higher order terms will be needed. It is easily shown that this remains true as long as \( \delta y_b \ll (2L^2/2 - \delta y_b) \) and \( \delta y_b \ll (2L^2/2 - \delta y_b) \) for the Poiseuille and Couette flow cases, respectively.

Similarly, since the normal distance \( \delta y_b \) may be as large as the support radius the same criterion limits the support radius. Then, since \( R/L = 2h \) and the smoothing length is always some real multiple of the initial inter-particle spacing \( h = q \Delta y \) and using the fact that \( H/L = J \delta y \), the support radius inequality allows the construction of the maximum allowable multiple \( q \approx \left( 1/J^2 + 2^2 \right) \) and \( \delta y_b \approx \left( 1/J^4 + 2^4 \right) \). For a set number of particles per dimension, in the present case \( J = (16, 24, 32, 48, 64) \), we expect \( q_0 \approx (1, 2, 3, 4, 5) \) for the Poiseuille and Couette flow cases respectively. This implies that a choice of \( q_0 = 3 \), in the Poiseuille flow case when \( J = 16 \), could produce larger errors than intended whereas this cannot occur in the Couette flow case where \( q_0 \) always exceeds even the lowest expected values that can be obtained from \( (1/J^2) \) using the present grid sizes and support radii.

### 3.2.1. Incorporation into the Navier–Stokes equations

Before incorporating the new boundary condition approach into the update of the Navier–Stokes equations, it is important to note that only those particles lying within the support radius of a no-slip boundary possess an interpolation circle which may overlap...
the boundary. Any interpolation of a scalar function such as (4),
where the interpolation region overlaps the boundary, must be
separated into contributions from the region within the domain,
on the boundary, and the region outside the boundary. For the case
of a no-slip wall at \( y = H/L \) we get

\[
\begin{align*}
\mathbf{f}(\mathbf{r}_a) &= \frac{H}{\Omega} \left( \sum_{\mathbf{r}_b \in \Omega} f(\mathbf{r}_b) \mathbf{W}(\mathbf{r}_b - \mathbf{r}_a, h) + \sum_{\mathbf{r}_b \in \Omega_0} f(\mathbf{r}_b) \mathbf{W}(\mathbf{r}_b - \mathbf{r}_a, h) \right), \\
&= \frac{H}{\Omega} \left( \sum_{b=1}^{N} f_b \mathbf{W}_{ab} + \sum_{b=1}^{N} f_b \mathbf{W}_{ab} \right),
\end{align*}
\]

where \( \Omega_0 = \{(x, y) : (x - x_b)^2 + (y - y_b)^2 < (R/L)^2, y < H/L \} \) is the
region for those particles inside the domain, \( \Omega_0 = \{(x, y) : (x - x_b)^2 +
(y - y_b)^2 < (R/L)^2, y < \frac{H}{L} \} \) includes the boundary as well and
\( \Omega = \{(x, y) : (x - x_b)^2 + (y - y_b)^2 < (R/L)^2, y > \frac{H}{L} \} \) is the
region containing image particles outside the domain (see Fig. 4(a)). From
Fig. 4(a) it is clear that only those fluid particles, indicated by
\((x_b, y_b), \), lying within the region \( \Omega = \{(x, y) : (x - x_b)^2 + (y - y_b)^2 \leq
(R/L)^2, y < \frac{H}{L} \} \), require a corresponding image particle, indicated
by \((x_b, y_b) \in \Omega \). This means that the second sum in (15) may be
written in terms of a sum over those fluid particles as 'seen' from the
centre of the image circle centred at \((x_b, y_b) = (x_b, 2H/L - y_b) \),
but carrying with them the changes made to a particular variable
across the boundary, that is

\[
\begin{align*}
f(\mathbf{r}_a) &= \frac{H}{\Omega} \left( \sum_{\mathbf{r}_b \in \Omega} f(\mathbf{r}_b) \mathbf{W}(\mathbf{r}_b - \mathbf{r}_a, h) + \sum_{\mathbf{r}_b \in \Omega_0} f(\mathbf{r}_b) \mathbf{W}(\mathbf{r}_b - \mathbf{r}_a, h) \right), \\
&= \frac{H}{\Omega} \left( \sum_{b=1}^{N} f_b \mathbf{W}_{ab} + \sum_{b=1}^{N} f_b \mathbf{W}_{ab} \right),
\end{align*}
\]

where \( f_b \) indicates the change in \( f_b \) across the boundary, for exam-
ple, when \( f = u \) we have, for Poiseuille flow, \( \mathbf{u}_b = -u_b +
\partial d_b(\mathbf{v}_b) - 8L^2/\Omega^2 \), whereas if \( f = p \) we have \( p_b = p_b \). Similarly,
any fluid variable evaluated at \( a \) retains its value i.e. \( p_a = p_b, u_a = u_b \).
This must be the case as all calculations were originally
performed with regard to particle variables inside the fluid. This is
shown in Fig. 4(b). This simplifies the original calculation as this
required non-existent image particles as part of the second sum. In

\[ u^{n+1}_b = u^n_b + \frac{Hd}{\Omega} \left( \sum_{b=1}^{N} \rho_b \mathbf{p}_{ab} + \mathbf{v}_{ab} \right) \mathbf{r}_a \mathbf{W}_{ab} \]

\[ + \frac{H}{\Omega} \left( \sum_{b=1}^{N} \rho_b \mathbf{p}_{ab} + \mathbf{v}_{ab} \right) \mathbf{r}_a \mathbf{W}_{ab} + \frac{H}{\Omega} \left( \sum_{b=1}^{N} \rho_b \mathbf{u}_{ab} \cdot \mathbf{W}_{ab} + \sum_{b=1}^{N} \rho_b \mathbf{u}_{ab} \cdot \mathbf{W}_{ab} \right), \]

where the pressure gradient in the \( y \) direction and the position
vectors are defined by \( (p_y)_w = 0, r_{x0} = r_{x} - r_{x}, \) and \( r_{y0} = r_{y} - r_{y} \). The
viscous term (8) includes the velocity difference

\[ u_{ab} = u_{b} - 2u_{w} + u_{a}, \quad u_{al} = u_{ab} - \partial \delta_{a}(\nabla p)_{w} - F_{w}, \]

where \( u_{w} = (1, 0) \) for the Poiseuille and \( u_{0} = 0 \) for the Couette
flow cases. Note that the update for the velocity vector is performed up
to the boundary but the value for \( u_{ab} \) is not necessary as this is
already known. Similarly, the update of the continuity equation
becomes

\[ u^{n+1} = u^{n} + \frac{Hd}{\Omega} \left( \sum_{b=1}^{N} \rho_b \mathbf{p}_{ab} + \mathbf{v}_{ab} \right) \mathbf{r}_a \mathbf{W}_{ab} + \sum_{b=1}^{N} \rho_b \mathbf{u}_{ab} \cdot \mathbf{W}_{ab} \]

3.3. Corner boundaries

At boundary corners an interpolation circle encounters both a
periodic and a no-slip condition. The choice of boundary condition
in each case depends on the vicinity of the fluid particle to the
corner. For example, Fig. 5 shows the top right-hand corner. If the
particle is located in region \( A \) defined by \( [R/L, 1 - R/L] \times
([H - R/L, H/L]), \) the update obeys the no-slip condition which
has been described in Section 3.2. If the particle lies within region
\( D \), defined by \( [1 - R/L, 1] \times [H/L, (H - R/L)], \) the update follows the
procedure described for purely periodic boundary conditions of
Section 3.1. If the particle is located within region \( C \), defined by
the intersection of the lines \( x > 1 - R/L, y > (H - R/L) \) and
the exterior of the circle \((x - 1)^2 + (y - H/L)^2 \geq (R/L)^2, \) the

\[ \rho \]

The Neumann conditions for the pressure and density indicate that \( p_{c} - p_{b} \) and
\( \rho_{c} = \rho_{b} \) or \( p_{c} = p_{b} \) and \( \rho_{c} = \rho_{b} \). The volume and viscosity remain constant
throughout and are also the same \( V_{u} - V_{e} = V_{0}, \mu_{b} - \mu_{b} \), or \( V_{b} - V_{a} \) and
\( \mu_{b} = \mu_{b} \).
interpolation circle will only overlap on the top and right boundaries but not at the corner itself. If the particle is located within region B, defined by the curves $x \leq 1, y \leq H/L$ and $(x - 1)^2 + (y - H/L)^2 < (R/L)^2$, then the interpolation circle overlaps at all boundaries including at the corner itself. A similar set of criteria are required at the remaining corners.

In region C the inclusion of boundary conditions follows what was done previously for the periodic and no-slip approaches except that the original interpolation is now separated into three instead of two sums. For a scalar function $f_s$:

$$
\begin{align*}
\phi_s &= \frac{\rho}{L^2} \left( \sum_{b = 1}^{N} \int_{R^3} f_{sb}(x_{ab}, y_{ab}) + \sum_{b = 1}^{N} f_{sb}^T(x_{ab}, y_{ab}^T) \right. \\
& \quad + \sum_{b = 1}^{N} f_{sb}^R(x_{ab}, y_{ab}^R) \bigg), \\
& \text{(19)}
\end{align*}
$$

where $x_{ab}^R = x_b - 1$, $y_{ab}^R$ indicates the right (R) boundary, $y_{ab}^T = 2H/L - y_b - y_a$ indicates the top (T) boundary so that $r_{ab}^R = \sqrt{(x_{ab}^R)^2 + (y_{ab}^R)^2}$ and $r_{ab}^T = \sqrt{(x_{ab}^T)^2 + (y_{ab}^T)^2}$. Here, $f^T$ indicates the changes in $f_s$ across the top no-slip boundary whereas there are no changes for the periodic boundaries. The approach of dividing the original sum in region C into three separate sums, as shown in (19), may be used to update the momentum and continuity equations for the Poiseuille and Couette flow cases in an analogous way as was done in Section 3.2.1. A similar set of updates are required for the top-left, bottom-left and bottom-right corners with corresponding image circle centres.

In region B, the top-right (TR) corner, the interpolation now includes four separate sums given by

$$
\begin{align*}
\phi_s &= \frac{\rho}{L^2} \left( \sum_{b = 1}^{N} \int_{R^3} f_{sb}(x_{ab}, y_{ab}) + \sum_{b = 1}^{N} f_{sb}^T(x_{ab}, y_{ab}^T) \right. \\
& \quad + \sum_{b = 1}^{N} f_{sb}^R(x_{ab}, y_{ab}^R) + \sum_{b = 1}^{N} f_{sb}^R(x_{ab}, y_{ab}^R) \bigg), \\
& \text{(20)}
\end{align*}
$$

so that an analogous inter-particle distance $r_{ab}^{TR} = \sqrt{(x_{ab}^R)^2 + (y_{ab}^R)^2}$. Note that the corresponding change in $f_s$ is given by $f^T$ rather than $f^{TR}$ as there is no change across the periodic boundary. The same procedure (20) may again be used to update the momentum and continuity equations for the two flow cases. A similar set of updates are needed for the top-left, bottom-left and bottom-right corners in addition to their corresponding image circle centres.

### 4. Numerical results and discussion

SPH possesses two distinct length scales: the average inter-particle spacing $\Delta x$ which corresponds approximately to $1/n$, the inverse of the number of particles per dimension, and the smoothing length $h$ [5], rather than one as for example with finite difference methods which only require $\Delta x$. Quinlan et al. [14] have shown that the discrete convergence characteristics of SPH depend on both the smoothing error, which is a function of smoothing length $h$, and the discretisation error, which depends on the ratio of smoothing length to inter-particle spacing, $h/\Delta x$. This means that as $h/\Delta x$ is increased, accuracy becomes limited by smoothing error. However as the smoothing length decreases, the error becomes dominated by discretisation error. Second order accuracy in $h$ is possible when smoothing error dominates so that $h/\Delta x$ is large [14]. These two independent parameters are equivalent to saying that higher order accuracy is obtained when both the number of particles $n$ in the simulation and the number of particle neighbours per dimension $n_0 \geq 2h/\Delta x$ are increased with $n$ increasing faster than $n_0$, otherwise the method is inconsistent [16].

In both the Poiseuille and Couette flow problems the algorithm was run up to the steady state which is considered to be fully developed at approximately $t = 1s$ [5] which corresponds to a non-dimensional time $T = 0.0125$. In the two test cases the initial particle configuration was a regular lattice as described in Section 2. However, since $\Delta x = \Delta y$ we make use only of $\Delta x$ to indicate the initial inter-particle spacing. As such, the solution may be analysed by considering this initial lattice as a ‘grid’. In this paper we chose to use the following grids: 16, 32, 64, 128, 256. Given the small number of particles used particle motion is limited for this timescale so that an assumption using $\Delta x$ as the average inter-particle spacing remains approximately valid. In the following the numerical convergence is studied by plotting how the error varies with the smoothing length $h$ and the number of particles $n = 1/\Delta x$ so that we may make a comparison with the results of Graham and Hughes [5] and Quinlan et al. [14].

#### 4.1. Post-processing

##### 4.1.1. 2D slice

Typically, the accuracy of the solution is studied by taking a plane slice through the three dimensional data $(x, y, u)$ at $x = 1/2$ for the horizontal velocity $u(1/2, y, t)$. Although the actual data points will not necessarily lie on the chosen plane the velocity remains approximately valid. In the following the velocity data from those points $(x_b, y_b, u_b)$ lying closest to the plane $x = 1/2$ (see Fig. 6). Given that these points will generally lie within the inter-particle distance $\Delta x$ there is little inaccuracy in this approach.

##### 4.1.2. Errors

Although taking a slice of the 2D horizontal velocity information allows a qualitative comparison with the analytical results, it introduces some extra error. This is avoided if a direct error analysis is made by using the velocity data already obtained from numerical calculations, i.e. the set of data $u_b(r_b, t^n)$, which allows a direct comparison with analytical results $u_e(r_b, t^n)$, where $e$ and $n$ refers to the exact and numerical data respectively. The L2 error $E = \|u - u_e\|_2$ is then obtained as follows:

$$
\|u - u_e\|_2 = \left( \frac{1}{N} \sum_{b = 1}^{N} \left[ u_b(r_b, t^n) - u_e(r_b, t^n) \right]^2 \right)^{1/2},
$$

where we have summed over all $N$ particles $b$ and averaged the result. The order of the error may be analysed by assuming its size to be a power of smoothing length, $h$, so that $E(h) \approx h^p$. A comparison
of errors between two smoothing lengths $h_1$ and $h_2$ may be made so that the order of accuracy of the method is given by

$$p \approx \frac{\log(E(h_1)/E(h_2))}{\log(h_1/h_2)}.$$  \hspace{1cm} (22)\]

This calculation remains valid provided the particles lie approximately on a regular lattice, otherwise the error may no longer be proportional to $h$. Calculations have shown that the development of the flow up to an approximate steady state at $T = 0.0125$ maintains this approximate regular lattice configuration.

4.2. Poiseuille flow

The use of the current method for the numerical solution of the Poiseuille flow problem can be observed in Fig. 7a which shows both the numerical and analytical solution at $x = 1/2$, i.e. $u(1/2, y, t)$ for a $64^2$ grid with $h = 2.2 \Delta x$. A quantitative comparison of the convergence rate can be made from Figs. 7b and 8 firstly showing log–log graphs of the $L_2$ error as a function of the number of particles $1/\Delta x$ and secondly as a function of smoothing length $h$ (Fig. 8a) and the ratio of inter-particle spacing to smoothing length $\Delta x/h$ for various grid sizes (Fig. 8b).

Compare the graphs in Fig. 7b, which show the error behaviour as a function of the number of particles. Convergence is only guaranteed provided both the number of neighbours and the number of particles increase, with $n$ always increasing faster than $n_n$. This
time, as has been shown in [5], we expect the error to converge when \( E \approx O(1/\Delta x) \) resulting in slopes of order 1. Clearly, as the number of particles and neighbours increase (while still maintaining \( n > n_\text{crit} \)), as measured by the ratio \( h/\Delta x \), from \( h/\Delta x = 1.525 \) to \( h/\Delta x = 4.0 \), the slope approaches 1. This behaviour has also been observed by Graham and Hughes [5]. The graphs also demonstrate the behaviour noticed in Graham and Hughes [5] whereby second derivative errors in the viscous term are overpredicted, which effectively increases viscosity and gives rise to slopes smaller than 1 for larger numbers of particles. This behaviour is observed on the right-hand sides of the graphs. This also explains why the errors are larger for values of \( h/\Delta x \) beyond 2.2.

Fig. 8a shows that second order convergence (as shown by the line marked 2:1) is approached for the finer grids \( \Delta x = 1/48, 1/64 \), or equivalently for larger numbers of particles as \( h \) decreases. The graphs also display the typical behaviour pointed out by [14] when discretisation error dominates the smoothing error giving rise to negative slopes on the left hand side of the graphs, i.e. for \( h/\Delta x = 1.525 \). The graphs show that a minimum in the error is reached, at about \( h/\Delta x = 2.7 \), after which the error becomes progressively dominated by the smoothing error and the slopes become positive. As both \( \Delta x \) and \( h \) are decreased, so that \( h/\Delta x \) gets larger, increasingly improved convergence rates are obtained which approach second order. From Fig. 8a we see that even though the error progressively decreases as the initial inter-particle spacing \( \Delta x \) is reduced from \( \Delta x = 1/16 \) to \( \Delta x = 1/32 \), the further reduction from \( \Delta x = 1/48 \) to \( \Delta x = 1/64 \), actually increases the error demonstrating the interaction between the smoothing error \( O(h^2) \) and discretisation error \( O((\Delta x/h)^{3/2}) \) terms as shown in Quinlan et al. [14].

Fig. 8b shows how the \( L_2 \) error varies with the ratio \( \Delta x/h \). Given that \( \beta = 2 \) for the kernel used in this paper we expect to see error behaviour of the form \( (\Delta x/h)^{\beta} \) which can be observed on the right-hand side of Fig. 8b when the ratio \( \Delta x/h \) is large and \( h \) small.

Fig. 9 shows how the error grows with time to its final value at \( T = 0.0125 \). The figure shows both the \( h = 1.525 \Delta x \) and the \( h = 3 \Delta x \) results to judge how the smoothing length/grid size ratio affects error growth. Clearly, as the ratio \( h/\Delta x \) increases with finer grid resolution \( \Delta x \), the final steady state error obtained at \( t = T \) is both smaller and is reached more quickly than for the larger ratios. The \( h = 1.525 \Delta x \) case involves an initial drop and then a growth in error for almost half the time until the steady state is reached.

**Fig. 9.** Time variation of the \( L_2 \) error for Poiseuille flow for various grids.

![Fig. 9](image)

(a) \( h = 1.525 \Delta x \)

(b) \( h = 3 \Delta x \)

**Fig. 10.** (a) Comparison of SPH and series solutions of Couette flow at \( x = 1/2 \) for a \( 64^2 \) grid with a smoothing length of \( h = 3 \Delta x \), (b) log-log graphs of the \( L_2 \) error for Couette flow as a function of the number of particles.
whereas the $h = 3\Delta x$ case has a prolonged error drop followed by error growth although still reaching the final steady state at about the same time.

The limiting behaviour of Fig. 9 suggests that the expression of Shao and Lo [17] is subject to errors of order one and so there is no real advantage in using it instead of the expression in [11] for the problems considered here.

4.3. Couette flow

From Fig. 10a, using a $64^2$ grid and $h = 3\Delta x$, it is clear that, like the Poiseuille case, the SPH solution closely approximates the analytical solution. Fig. 10b demonstrates slopes of order 1 for the error as a function of the number of particles for the entire range of $h/\Delta x$ ratios and number of particles. Note, however, that for a given number of particles, as the ratio of the number of neighbours to the number of particles $n_n/n \approx 4h$ increases, the error also increases. This characteristic was true for the Poiseuille case only for ratios $h/\Delta x \geq 2.2$. Note also that the graph for $h = 0.8\Delta x$ does not show a slope of order one, rather, a much smaller slope so that the error appears to be almost independent of the number of particles for this ratio of smoothing length to inter-particle spacing. This decrease in slope was also true to a lesser degree in the Poiseuille flow case, cf the $h = 1.525\Delta x$ graph in Fig. 7b with the other cases.

Fig. 11a shows the convergence behaviour as a function of smoothing length. Almost second order convergence is observed for all grid spacings and larger smoothing lengths. The case when $h = 0.8\Delta x$, corresponding to the most negative value of $\log_{10}(h)$ for each graph, shows how the ratio of inter-particle spacing to smoothing length dominates the smoothing length in this region (cf $h$ and $\Delta x/h$ in each case).

Fig. 11b demonstrates the influence of discretisation error for larger values of $\Delta x/h$ on the right-hand side of each graph. Here, the slopes approach order 4 as expected from the analysis of Quinlan et al. [14]. It should be pointed out that the $O(h^2)$ and $O((\Delta x/h)^4)$ error behaviour for both the Poiseuille and Couette flow problems follows similar trends with a characteristic V shape to the graphs of $E$ versus $h$ and $\Delta x/h$. However, the minimum in the $V$ shaped graph is reached at different values of $h/\Delta x$ for the two flow problems with $h/\Delta x \approx 2.7$ for the Poiseuille case and $h/\Delta x \approx 1.5$ for the Couette case. Similarly, the $O((\Delta x/h)^4)$ behaviour of the discretisation error is demonstrated for the finer grids in the Poiseuille flow case but shows up better for the coarser grids for the Couette flow case.

Fig. 12 shows the time variation of the error for the $h/\Delta x = 1.525, 3.0$ ratios. It again shows how a larger ratio of $n_n/n$...
increases the error. It also shows that larger ratios of $h/D_x$ reach the asymptotic solution faster than smaller ones.

5. Conclusion

A new approach to the implementation of boundary conditions in the method of smoothed particle hydrodynamics has been presented. This approach has allowed the accurate simulation of incompressible flows for low Reynolds numbers.

The proposed method provides a solution to the so-called particle deficiency problem. This problem arises in the vicinity of rigid walls and is due to insufficient information being available to perform accurate interpolation of data at particles located nearer to the boundary than the support of the interpolation kernel. The proposed method differs from other approaches that have used image particles to overcome the particle deficiency problem. Many of these alternative techniques require a large number of image particles to obtain accurate approximations. The velocity of image particles is obtained using linear extrapolation. The consistent reflected image particle method possesses two main advantages:

- no extra image particles must be stored as part of the code. All image particles are constructed from and are co-moving with matching domain particles about a no-slip boundary so that image particle velocities are integral and not offset.

- image particle velocities are consistent with both the no-slip boundary conditions and the momentum equations improving the order of accuracy compared to previous interpolation approaches.

The consistent reflected image particle approach is validated on two benchmark problems, viz. Poiseuille flow and Couette flow. The number of particles and the smoothing length are varied and the accuracy of the approximation as a function of these parameters is investigated.

This paper represents a first stage in the application of the consistent reflected image particle approach used here to solve problems with SPH which include no-slip boundaries. Future work will apply the method to more general problems such as flow around immersed bodies. Note that the use of the method to model no-slip boundaries immersed within the flow having irregular geometries remains valid for particles located within the immersed body. The same reflected image approach may be used to evaluate the accuracy of the approximation as a function of these parameters.

The consistent reflected image particle method possesses two main advantages:

- no extra image particles must be stored as part of the code. All image particles are constructed from and are co-moving with matching domain particles about a no-slip boundary so that image particle velocities are integral and not offset.

- image particle velocities are consistent with both the no-slip boundary conditions and the momentum equations improving the order of accuracy compared to previous interpolation approaches.
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